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A brief history of Artificial Intelligence (AI)

Alan Turing proposed 

the “Turing Test” meant 

to determine if 

machines can “think” 

like humans. 

1950 1964

Mid-1970s – Mid-1990s

2011 2014 2017 2022

Joseph 

Weizenbaum’s 

ELIZA chatbot holds 

conversations with 

humans

Intel (1968)

Apple 
(1976)

Amazon 
(1994)

Microsoft (1975)

AI WINTER

IBM’s Watson 

wins Jeopardy

Apple integrates 

Siri into iPhones

Amazon 

introduces Alexa 

into devices

Google’s 

AlphaGo beats 

Go (complex 

board game) 

world champion

OpenAI launches 

ChatGPT

Google 
(1998)

Hinton and team’s AlexNet 

expands use of deep 

learning for image 

recognition

2012

Adapted from: https://digitalwellbeing.org/wp-content/uploads/2017/08/Artificial-Intelligence-AI-Timeline-
Infographic.pdf
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Some commonly used buzzwords…

Artificial 
Intelligence

Machine 
Learning

Deep 
Learning

Large 
Language 

Models

Artificial Intelligence (AI) is a branch of 
computer science that simulates 

human intelligence using machines or 
software

Narrow/Weak AI: AI systems which can perform a 
specific task (e.g. Siri, Alexa)

Generative AI: AI systems which can generate new 
information based on what it knows (e.g. Claude, 

ChatGPT)

Artificial General Intelligence/Strong AI: AI systems that 

can perform a broad range of tasks and can 
reason/problem solve based on what it knows.
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Machine Learning involves a machine or 
software using a process (algorithm) to learn 

from information (data) and perform complex 
tasks (e.g. recognize patterns, predict 

outcomes)

Example:
Based on what I’ve watched 

before, predict what shows I 

might like
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Deep Learning is a type of machine learning 
which uses neural networks on large 

unstructured datasets to make connections, 
find patterns, and make predictions on new 

data.



Some commonly used buzzwords…

Artificial 
Intelligence

Machine 
Learning

Deep 
Learning

Large 
Language 

Models

Large Language Models are types of deep 
learning models focused on natural language, 

which aims to predict and generate human 
language text

Diagram adapted from: https://medium.com/data-science-at-microsoft/how-large-language-models-

work-91c362f5b78f



Rates of technology adoption



AI in drug 
discovery has 
enormous 
profit potential

https://dataconomy.com/2023/08/01/generative-ai-in-drug-discovery/



The transformer network introduced in 2017

Vaswani et al, Computation and Language 2017

Encoder: encodes 

input sequence into 

vector representation

Decoder: decodes 

vector representation 

into a new sequence of 

output words



Large Language Models (LLMs)

Sentence: “King Charles III ascended the throne on 8 September 2022, upon the death of his 
mother, Queen Elizabeth II”

Words are related based on document context Words are related based on sentence context

https://huggingface.co/spaces/exbert-project/exbert



A basic introduction to LLMs

Language models utilize neural 
networks to predict the next word in a 

sequence

The cat likes to sleep in the --

-

Each word has a meaning and context, 

which is represented numerically. The 

numerical representation is an embedding.



A basic introduction to LLMs

Source: https://chat.openai.com/c/cc8642a6-1d10-4d95-a1d7-

2fe457297a22

The Neural Network for LLMs is trained on the text 

contents of the internet, coding word relationships, 

context, syntax, and sentiment.

It uses the input embeddings and its neural network to 
generate the most likely next word in a sequence of 

words.



A basic introduction to LLMs

The Neural Network for LLMs is trained on the text 

contents of the internet, coding word relationships, 

context, syntax, and sentiment.

It uses the input embeddings and it’s neural network 
to generate the most likely next word in a sequence 

of words.

Source: https://chat.openai.com/c/cc8642a6-1d10-4d95-a1d7-

2fe457297a22

The model predicts 
the next word 

irrespective of the 

length of the 
phrase

The model applies the same process 
for longer sequences of words.



Refining LLM responses to scientific Q&A

Problem: General purpose LLMs (e.g. Bing, 
ChatGPT) may generate false information 

when asked specific scientific questions

▪ General purpose LLMs are good at 
generating new content, but it doesn’t 

always have to be accurate

▪ When using LLMs for scientific Q&A or 

research, they need to be evaluated 
against ground truth

▪ For technical/scientific questions, how can 
we check for and improve accuracy of 

responses?



Refining LLM responses to scientific Q&A

Problem: General purpose LLMs (e.g. Bing, 
ChatGPT) may generate false information 

when asked specific scientific questions

▪ General purpose LLMs are good at 
generating new content, but it doesn’t 

always have to be accurate

▪ When using LLMs for scientific Q&A or 

research, they need to be evaluated 
against ground truth

▪ For technical/scientific questions, how can 
we check for and improve accuracy of 

responses?

Approach: Use Retrieval Augmented 
Generation (RAG) to source information 

from specific scientific literature providing 

source content for LLMs

When testing this 

approach to Q&A for 
DLBCL (type of 
lymphoma), RAG 

approach had better 
overall accuracy (1) 

and more precise 
responses to questions 
(2)

1 2



• An AI agent is a software program that 
perceives its environment, makes 
decisions, and acts to achieve goals

• Can be reactive, learning-based, or 
autonomous, depending on their 
intelligence level

• Process data, predict outcomes, 
automate tasks, and improve decision-
making

• Each agent has a distinct role; can 
combine distinct roles to solve a problem 
efficiently

AI agents

LLM roles working together to solve a problem

Swanson et al, bioRxiv 2024



Radiomics

Use CT patient scans to 
identify those who will 
respond to treatment

Digital 
pathology

From patient biopsy to 
histology slide, to 

predicting likelihood of 
responding to a therapy

Drug 
combinations

Predicting synergistic 
drug combinations in 

oncology

Prompt-
driven 

analysis
Biomarker and clinical 

correlative analysis 
using generative AI to 

derive code and 
graphics 

AI applications at Genmab



Evaluating the potential of radiomics features to 

predict outcome to an antibody-drug conjugate 
therapy in NSCLC

Chen et al, AACR 2024

Data flow from raw images to model build Radiomics feature explained variability



Brady et al, AACR 2025

Radiomics 
Feature

Biological Functional Classifications

QVT_1 Immune Suppression, Tumor-
associated Antigens, Cell Adhesion 
and Migration, Hypoxia and 
Angiogenesis

GLCM.V_3 B Cell Function, Immune Checkpoint 
Regulation, Immune Evasion and 
Suppression, Immune Activation 
and Inflammation, Cancer-
Associated Fibroblasts

LAWS_1 Immune Response and Activation, 
Immune Suppression, Apoptosis, Cell 
Cycle and Proliferation, 
Angiogenesis

GABOR_4 Tumor-associated Antigens, Immune 
Regulation, Cell Cycle and 
Proliferation, Immune Response and 
Activation

RADIOMIC
S_SCORE

Regulatory T Cells and Immune 
Suppression, Immune Regulation, 
Antigen Presentation, Apoptosis, 
Cell Cycle and Proliferation

Molecular profiling of NSCLC patients associates CT-based 

radiomic features with signaling pathways indicating a favorable 
tumor microenvironment for treatment with immunotherapy

Radiomics signature is independent of clinical 

factors
Radiomics features associated with mechanism
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• Tissue contexture is heterogeneous 

and varies by region

⎻ WSI is prohibitively large 
search space

• Can divide the WSI into thousands 
of small image tile representations

• Use these tiles as micro-
representations of the tissue

• Size of WSI versus tile

⎻ Single WSI: 1-3 GB

⎻ Tile size: 

[(256x256 pixels) x 24 bits]/8 = 
197KB

256 pixels

WSI: Whole slide image

Tile/Patch extraction from whole slide image



Deep neural network classifier performance
(five-fold cross validation)

Example image tiles with 
different morphologic features

Automated histologic, morphologic, and artifact detection

ResNet-50 CNN used to learn pathologists’ annotations

H&E: Hematoxylin-and-Eosin (stain)

Soong et al, SITC 2021



Image-based prediction of immunogenic subtype in pancreatic cancer

• Identifying patients with immunogenic phenotype using whole slide H&E images

• ResNet-50 CNN architecture implemented

Si et al, AACR 2022
H&E: Hematoxylin-and-Eosin (stain)

Multiscale 2-step model 
architecture; CNN with ML classifier

Example H&E images with 
immune-rich (red) or immune-

depleted (purple) regions

Model performance; H&E-identified 
immunogenic patients show 

improved PFS compared to mRNA 
classifier



TLS identification achieved an aAUC of 0.86 with the 
pathologists-generated TLS status as ground truth 

(N=130)

A pretrained transformer-based unsupervised 
contrastive learning model was used to extract 768 

image features from each tile

Identification of tertiary lymphoid structures (TLS) from H&E 

images in pancreatic cancer using a deep learning approach

WSI: Whole slide image

Guan et al, SITC 2023

H&E: Hematoxylin-and-Eosin (stain)
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LLM with retrieval augmentation and a knowledge graph to 
predict drug combinations

data 

preprocessing

embedding

vector 
database

vector similarity search

Prompt + 

documents

Drug combination 

inference and relevant 

biological interpretation

ask for 

prediction

text 

chunks

Mistral LLM

PrimeKG

Query: Protein/Gene targets, 
Drugs, Indications

API

Retrieval-Augmented Generation (RAG)

In-depth 
biological 
data mining

Soong et al, PLoS Digital Health 2024

Si et al, AACR 2025



Explainability test case unseen to model: true positive

Explanation of prediction
The synergistic effect of Mirvetuximab soravtansine (Drug A) and 

Bevacizumab (Drug B) in treating platinum-resistant ovarian cancer is 
predicted to be positive due to their distinct mechanisms of action 
targeting different molecular pathways involved in cancer progression. 
Mirvetuximab soravtansine targets FOLR1 and tubulin, which are 
essential for cell division and platinum resistance in ovarian cancer. 

FOLR1 overexpression is linked to platinum resistance, and tubulin is a 
component of microtubules, which are crucial for mitosis and meiosis. 
By targeting FOLR1, Mirvetuximab soravtansine can disrupt the folate 
metabolism pathway and inhibit cell division, making the cancer cells 
more susceptible to chemotherapy. Simultaneously, Bevacizumab 

targets VEGF, a protein that plays a crucial role in angiogenesis, the 
process of forming new blood vessels. VEGF is overexpressed in many 
cancers, including ovarian cancer, and contributes to tumor growth, 
progression, and metastasis. By inhibiting VEGF, Bevacizumab can 
prevent the formation of new blood vessels, starving the tumor of 

nutrients and oxygen, and enhancing the efficacy of chemotherapy. 
The combination of these two drugs can lead to a synergistic effect by 
targeting different molecular pathways and enhancing the overall 
therapeutic effect against platinum-resistant ovarian cancer

Drug combo: Mirvetuximab 

soravtansine, Bevacizumab

Targets: FOLR1 + tubulin, VEGFA

Disease: Platinum-resistant 

ovarian cancer

Inferred synergy: Yes

(True positive)

ADC-Targeted drug combination

Si et al, AACR 2025



Radiomics

Use CT patient scans to 
identify those who will 
respond to treatment

Digital 
pathology

From patient biopsy to 
histology slide, to 

predicting likelihood of 
responding to a therapy

Drug 
combinations

Predicting synergistic 
drug combinations in 

oncology

Prompt-
driven 

analysis
Biomarker and clinical 

correlative analysis 
using generative AI to 

derive code and 
graphics 

AI applications at Genmab



Writing prompts to create programming code and graphics



What skills are most affected or unaffected by generative AI

Exam performances by GPT3.5/4 Skills importance for GPT

Eloundou et al, arXiv 2023, 2303.10130

GPT 

excels

GPT 

lags



General AI considerations in the popular press

Ensure responsible AI deployment

Accuracy Bias Privacy

Job Displacement & 

Reskilling

Accountability & 

Responsibility
Transparency & 

Explainability



Closed versus Open Source

Maybe these models don’t require so much compute after all

https://medium.com/@bilosantonela1996/deepseek-vs-openai-new-race-in-ai-585b9c15be43Guo, D, et al. arXiv preprint arXiv:2501.12948, 2025

DeepSeek R1 vs OpenAi o1



Balanced Approach: Integration with a balanced 
perspective, considering both potential and limitations

Ethical Considerations: Must be proactively addressed to 
maintain public trust and ensure equitable outcomes in drug 
development

Workforce Adaptability: Pharma’s workforce needs to be 
agile and adaptable, acquiring new skill sets to work 
alongside AI technologies effectively

Regulatory Framework: A growing need for robust regulatory 
frameworks to ensure that AI applications in drug 
development meet safety and efficacy standards

Future Preparedness: Improved collaboration to prepare the 
next generation of scientists, researchers, and professionals 
for a future where AI will be an integral part of drug 
development

Concluding remarks

Nordling et al, Nature 2023
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